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Abstract: For nearly three decades, researchers have explored the use of augmented reality for 1

facilitating collaboration between humans and robots. In this survey paper, we review the prominent, 2

relevant literature published since 2008, the last date that a similar review article was published [1]. 3

We begin with a look at the various forms of the augmented reality (AR) technology itself, as utilized 4

for human-robot collaboration (HRC). We then highlight specific application areas of AR for HRC 5

as well as the main technological contributions of the literature. Next we present commonly used 6

methods of evaluation with suggestions for implementation. We end with a look towards future 7

research directions for this burgeoning field. This review serves as a primer and comprehensive 8

reference for those whose work involves the combination of augmented reality with any kind of 9

human-robot collaboration. 10

Keywords: robotics, human-robot interaction, human-robot collaboration, augmented reality 11

1. Introduction 12

Augmented reality (AR) has been explored as a tool for human-robot collaboration 13

(HRC) since 1993 in [2], and research related to AR for HRC has expanded further with 14

the deployment of the Magic Leap 1 [3] and Microsoft HoloLens 2 [4], arguably the most 15

advanced head-mounted displays for AR on the market. In 2008, Green et al. [1] presented 16

a literature review of AR for human-robot collaboration, however in the years that have 17

passed since then, AR for HRC has evolved immensely. The ACM/IEEE International 18

Conference on Human-Robot Interaction hosts annual workshops on Virtual, Augmented, 19

and Mixed Reality for Human-Robot Interaction (VAM-HRI) [5–9], further evidence that 20

these technologies of augmented reality and robotics are becoming increasingly used 21

together. This survey is intended to be a continuation and expansion of the review begun 22

by Green et al. [1]. 23

Milgram et al. [2] define augmented reality as an overlay of virtual graphics and 24

virtual objects within the real world, and this is the basic definition used throughout this 25

paper. Green et al. add that “AR will allow the human and robot to ground their mutual 26

understanding and intentions through the visual channel affording a person the ability 27

to see what a robot sees” [1]. Whether the real world is viewed unobstructed, partially 28

obstructed, or through an intermediate display, the AR features are placed over these 29

real world images. Technologies that enable augmented reality include mobile devices 30

such as head-mounted displays or handheld tablets, projection-based displays, and static 31

screen-based displays, and are detailed in Section 3. This paper aims to focus on the topics 32

of augmented reality as applied specifically to human-robot collaboration, and thus excludes 33

related but different topics such as virtual reality, augmented virtuality, or augmented 34

reality for purposes other than HRC. Because human-robot collaboration occurs across all 35

types of robots, we include examples of this variety within every section. 36
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2. Methodology 37

We conducted this literature review by the proceedings of highly-refereed robotics, 38

human-robot interaction, and mixed-reality conferences, as well as associated journals. 39

Conference proceedings and journals included the ACM/IEEE International Conference on 40

Human-Robot Interaction (HRI), Robotics: Science and Systems (RSS), International Con- 41

ference on Autonomous Agents and Multi-Agent Systems (AAMAS), IEEE International 42

Conference on Robot and Human Interactive Communication (ROMAN), IEEE Interna- 43

tional Conference on Intelligent Robots and Systems (IROS), IEEE International Conference 44

on Robotics and Automation (ICRA), ACM/IEEE Virtual Reality International Confer- 45

ence (IEEE VR), IEEE International Conference on Control, Automation, and Robotics 46

(ICCAR), IEEE International Symposium on Safety, Security, and Rescue Robotics (SSRR), 47

IEEE International Conference on Emerging Technologies and Factory Automation (ETFA), 48

CIRP Annals: Journal of the International Academy for Production Engineering, IEEE 49

International Conference on Mechatronics and Machine Vision in Practice (M2VIP), IISE 50

Transactions, Transactions on HRI, Frontiers in Robotics and AI, Frontiers in VR, and 51

ICAR. We recognize that this method does not elicit a fully comprehensive review of all 52

literature on HRC via AR, however we believe that our sample size is large enough to be 53

representative of where the field has been and is heading. A summary of the sections and 54

papers included is in Table 1. 55

We then examined the literature around augmented reality for human-robot collabora- 56

tion, using the following questions to determine how to organize the discussion for each 57

article: 58

• Is the contribution primarily about helping to program, create, and/or understand a 59

robot and/or system? 60

• Is the contribution primarily about improving the collaborative aspects of a human- 61

robot interaction? 62

In many cases there is significant overlap in these contributions and thus multiple valid 63

possible organizations of these works. For this article we use the more significant area of 64

contribution to situate the research with respect to other relevant literature. 65

First we begin by exploring the many different manifestations of AR as it has been 66

used for HRC since 2008 (Section 3). We then highlight the literature as it represents the 67

categories defined above in Sections 4 and 5. Section 6 reviews a representative selection 68

of the evaluation strategies and methods utilized in the related studies. And we conclude 69

with a vision for where research on AR for HRC might be most useful in the future (Section 70

7). 71
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Contributions and Categorizations of Included Papers
Modalities
Mobile Devices: Head-Mounted Display [10–27]
Mobile Devices: Handheld Display [28–35,35,36]
Projection-based Display [37–40]
Static Screen-based Display [41–44]
Alternate Interfaces [45–48]
AR Combinations and Comparisons [39,49–52]
Creating and Understanding the System
Intent Communication [36,40,50,53–59]
Path and Motion Visualization and Programming [11,14,25,28–30,32,37,39,44,45,51,55,60–74]
Adding Markers to the Environment [14,28,33,44,75–77]
Manufacturing and Assembly [17,18,31,37,39,60,66,77–80]
Improving the Collaboration
AR for Teleoperation [13,16,18,22,26,41,43,49,81–84]
Pick-and-Place [21,33,44,50,51,85]
Search and Rescue [24,48,55,62,86–90]
Medical [23,27,41,91–95]
Space [96,97]
Safety and Ownership of Space [33,34,40,66,79,98]
Other Applications [99–103]

[104–112]
[11,17–19,21,26,27,43,50,53,55,66,67,79,113,
114]

Table 1. This table summarizes the categories outlined in this literature review and lists the articles
associated with each category. Many papers are cited in more than one category, as the categories
are not mutually exclusive, rather they are intended to provide multiple perspectives of the relevant
literature.

3. Reality Augmented in Many Forms 72

Augmented reality can manifest in different forms. Head-mounted displays are some 73

of the most commonly considered AR devices, frequently used in cases where the person 74

is collocated with a robot and needs the use of both of their hands. Mobile phones and 75

tablets offer a different experience with augmenting the real world, especially useful when 76

those devices’ other capabilities or apps might be utilized or to conduct smaller-scale 77

interactions that do not necessitate an immersive view. Projection-based displays can be 78

ideal for tabletop collaborative work or in consistent manufacturing environments, while 79

static screen displays might best serve remotely located users. Below we discuss various 80

modalities of AR, their uses, and how they have changed over time, particularly as applied 81

to human-robot collaboration. We do this by presenting a list of works separated by AR 82

modality due to the different interactions enabled and required. 83

3.1. Mobile Devices: Head-Mounted Display 84

Head-mounted displays (HMDs) for AR have increased in popularity for use in HRC 85

as the technology has matured. 1. Furthermore, since 2009 the research has evolved from 86

showing basic prototypes and designs for using HMDs, as in Chestnutt et al. [10], to more 87

recently providing detailed design frameworks [11] and conducting extensive user studies 88

with HMDs [12,13,20,27]. 89

Generally HMDs are used for in situ interactions with robots, whether aerial, tabletop, 90

or ground-based. This way the virtual images (objects and/or information) can be placed 91

over the physical objects within the environment that the user is currently experiencing. 92

Depending on the maturity of the technology and the desired implementation virtual 93

images can be either egocentric or exocentric. A helpful way to understand the difference 94

between these two display types is to imagine a path being visualized. An exocentric 95

display provides an external perspective of the path, such as a map, whereas an egocentric 96
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(a) (b)
Figure 1.

display provides a perspective from the point of view of a person actually traveling along 97

that path. In the remainder of this subsection, we highlight literature that exemplifies the 98

evolution of HMDs over time, while also indicating the multitude of ways in which they 99

can be used to facilitate HRC. 100

In Chestnutt et al. [10], the human user draws a guide path for a humanoid robot in the 101

HMD, and the specific left and right footsteps are then shown to the user in their HMD such 102

that they can anticipate where the robot will step. The robot plans its specific steps (shown 103

as virtual footprints) based on the general path provided by the human (shown as a line 104

drawing). In this paper written in 2009, all of these technologies are obviously still relatively 105

nascent, a full user study is not conducted, and some alternatives to drawing the robot path 106

are considered, such as joystick control. We see this change with modern research showing 107

an increased expectation of rigor, a positive indicator of the field maturing. 108

Also in 2009, Green et al. [14] utilize an HMD to allow a user to view virtual obstacles 109

and plan a path for a simulated robot in AR. The HMD device used in the study, the eMagin 110

Z800, was wired to a computer, and the work was done in simulation. This simulation- 111

based work is further evidence of earlier studies finding ways to conduct AR-HRC research 112

with still-maturing platforms. 113

Four years later in 2013, Oyama et al. [15] debut a “slenderized HMD”to provide a 114

teleoperator the perspective of the robot. The device utilizes the same base HMD as in 115

Green et al. [14], but then also augments it with stereo cameras and a wide field of view 116

camera. Similarly, the HMD in Krückel et al. [16] allows for teleoperation of an unmanned 117

guided vehicle, but in this case the operator’s view is augmented with an artificial horizon 118

indicator and heading information. Furthermore, the operator can look around the entire 119

environment, as they are effectively immersed in it with the use of the Oculus Rift HMD, 120

a device intended for virtual reality more than augmented reality. This begs the question 121

of what actually “counts” as AR; in the cases of Oyama et al. [15], Krückel et al. [16], the 122

human’s reality is not actually being augmented, they are instead being placed virtually 123

into the environment of the robot. We claim that it is in fact augmented reality, since it is 124

not a virtual environment that is being augmented. Despite the human not existing in the 125

same location as the robot that they are controlling, a real environment is being augmented 126

with virtual images, all of which the human user is able to see and affect. 127

The Microsoft HoloLens was introduced in 2016, facilitating new research on AR for 128

HRC using HMDs. Readers may note that the HoloLens is referenced throughout the 129

literature mentioned in this paper, as it is relatively straightforward to work with and 130

represents the state-of-the-art in augmented reality technology for head-mounted devices. 131

The HoloLens 1 places images as holograms, or virtual images overlaid on the real world, 132

in the wearer’s field of view. This capability along with the incorporation of sensors 133
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allowing for detection of gaze, voice, and gesture made the HoloLens a revolutionary 134

hardware development. In late 2019, the second version was released, HoloLens 2, with 135

additional features and improvements including a more comfortable fit and eye tracking. 136

The HoloLens has been mass produced for approximately 5 years now, making it widely 137

available for research. 138

In Guhl et al. [17], Guhl et al. provide a basic architecture for utilizing the HoloLens for 139

industrial applications. Using tools such as Unity and Vuforia, robots can be modeled on the 140

HoloLens, safety planes can be rendered to keep the human and robot safely separate, and 141

sound can be played. These concepts and capabilities are suggested in hopes of allowing 142

users to foresee robots’ motions and thereby productively interfere. 143

Technology in Yew et al. [18] takes the AR user’s environment and “transforms” it into 144

the remote environment of the teleoperated robot. Real objects in the user’s environment 145

are combined with virtual objects in AR, such as the robot and the objects with which it is 146

interacting, thereby reconstructing the actual site of the robot for the teleoperator. 147

A robotic wheelchair user in Zolotas et al. [19] is outfitted with a Microsoft HoloLens. 148

A rear-view display is provided, the future paths of the wheelchair are projected onto 149

the floor, possible obstacle collisions are highlighted, and vector arrows (showing both 150

direction and magnitude) change with the user-provided joystick velocity commands. One 151

set of findings from this study was its deeper understanding of users’ comfort with AR 152

feedback. They also further confirmed the restrictive field of view of the HoloLens and cited 153

it as a limiting factor in the usefulness of the AR. Work in Zolotas and Demiris [12] then 154

builds on Zolotas et al. [19] by adding “Explainable Shared Control” to the HMD. In this 155

way the researchers aim to make the robotic wheelchair’s reasoning more transparent to 156

the user. The AR is classified as “environmental” (exocentric) or “embodied” (egocentric), 157

depending on whether it is fixed to the environment or fixed to the user or robot. In another 158

recent robotic wheelchair study using the HoloLens Chacón-Quesada and Demiris [20] 159

test different types of icons and display modes. The user can control the wheelchair from 160

within the AR interface, and a choice of movement options is shown to the user in their 161

field of view. 162

The HoloLens was also used to program a UR5 robot arm to conduct pick and place 163

tasks in Rudorfer et al. [21]. The platform uses the built-in recognized HoloLens gestures 164

to interact with the 6 degree of freedom robot via a drag-and-drop type gesture. The goal 165

of this system is to enable a user to command a robot to perform pick-and-place actions, 166

moving Lego blocks from one location to another. In Puljiz et al. [22], a feasibility study 167

explores a method of generating the robotic arm as a manipulable hologram within the 168

HoloLens, using a registration algorithm and the built-in gesture recognition. The virtual 169

robot is overlaid on the physical robot, with the goal of teleoperation. Either the end- 170

effector can be manipulated, or the linkages can be moved to create the desired positions. 171

In practice, issues with segmentation resulted in the hand tracking not performing well on 172

dark backgrounds and when close to objects. 173

The study conducted in Elsdon and Demiris [23] uses a HoloLens in conjunction with 174

an “actuated spray robot” for application of specific doses of topical medication. The 175

amount of medication dispensed is shown to the user only via AR, rendering an otherwise 176

unobservable result for the user. 177

Reardon et al. [24] show how AR can aid a human who is conducting search efforts 178

collaboratively with a mobile ground robot. In this case the robot is providing location and 179

navigation information to the human teammate via AR. The primary technical contribution 180

from this study is the alignment of the frames of the human and the robot. This study also 181

uses AR markers for testing of targets and navigation. The goal of Kästner and Lambrecht 182

[25] is to evaluate the HoloLens’s performance under 5 different visualization modes: 183

without any sensor data visualization; with laser scan visualization; with environment 184

map visualization; with laser scan and environment map visualization; and with laser scan, 185

environment, and navigation visualization. The experiment uses AR to present a visual 186

map of the space, set goal locations for the ground robot, and visualize the robot path 187
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along the floor. The main limitations of the technology are from constant visualization of 188

real-time data, especially the laser scan data for position and obstacle tracking. 189

Hedayati et al. [26] explore three different design methodologies, which all prove to 190

be improvements over the baseline. A HoloLens is again utilized as the ARHMD platform, 191

with three classifications for interface designs: augmenting the environment (which they 192

call the Frustrum design), augmenting the robot (the Callout design), or augmenting the 193

user interface (the Peripherals design). These design frameworks work quite well for the 194

situations where the robot is separate from the human and they are collocated in the 195

environment, but may not apply as well in all situations, for example when the robot is a 196

wheelchair that the user is operating from a first-person perspective. In related work, Walker 197

et al. [11] also utilizes this design framework (augmenting the environment, augmenting 198

the robot, augmenting the user interface), and showcases four reference designs (NavPoints, 199

Arrow, Gaze, Utilities) for designing AR for HRC. 200

Limitations and drawbacks of head-mounted displays are made clear in Qian et al. 201

[27], where a HoloLens is used to assist the first assistant during robotic-assisted surgery. 202

The weight of the device as well as its limited field of view are both stated as problem- 203

atic in participant interviews. The intent of AR in this case was to be able to (virtually) 204

view instruments inside the patient and to provide real-time stereo endoscopic video in a 205

convenient location. 206

Similarly to Qian et al. [27], Walker et al. [13] also uses a HoloLens to display a 207

hologram robot (“virtual surrogate”) that is manipulated for teleoperation. However, in this 208

study the user is collocated with the robot, which is an aerial quadcopter robot instead of a 209

tabletop robotic arm, and a handheld Xbox controller instead of hand gesture recognition 210

is the mode of teleoperation. Two designs are tested: one which behaves like a typically 211

teleoperated robot with the physical quadcopter immediately responding to the virtual 212

surrogate’s movements, and another where the virtual surrogate is used to set waypoints in 213

AR which the physical quadcopter can be signaled to begin at any time. These are compared 214

against a purely teleoperated robot, without any virtual surrogate. In the user study, both 215

task completion time and response time are faster in the experimental conditions, and 216

participants also preferred the experimental designs over direct teleoperation. 217

3.2. Mobile Devices: Handheld Display 218

Augmented reality that uses a handheld mobile device display, such as a tablet or 219

smartphone, is a frequent implementation of AR. These kinds of devices are ubiquitous, 220

and creating an app that can be deployed to almost anyone is relatively straightforward, 221

simple, and inexpensive. Since the release of the iPhone in 2007, mobile devices like it 222

are increasingly at people’s fingertips, and there is already a dependable baseline level of 223

familiarity with how to interact with AR in this form. As mentioned in the introductory 224

paragraph to this section, handheld mobile displays provide for an AR experience that 225

is non-immersive as compared to the HMD; furthermore, handheld devices are typically 226

more affordable ways to implement AR for HRC. 227

The AR format in Fung et al. [28] uses the Sony Vaio ultra mobile PC, a handheld 228

touchscreen device that recognizes fiducial markers (special tags) in the space to provide 229

on-screen information to the user, enabling them to program a robot to carry out a limited 230

set of tasks. The user takes photographs with the handheld device, enabling recognition of 231

objects and locations in the photograph, and then actions are allowed to be programmed 232

using these recognized objects and locations. In this way a robot can be programmed to 233

operate simple home appliances, such as a hot water kettle. 234

The Samsung Galaxy S II smartphone is used in Lambrecht and Krüger [29], as the 235

mobile device on which to display AR, with the goal being intuitive industrial robot 236

programming. The mobile device displays virtual objects relevant to the robot’s motions, 237

and the user can interact using hand gestures. Information from both an external 3D motion 238

tracking system and the 2D camera on the mobile device are combined to interpret the 239

hand gestures. 240
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That same year Bonardi et al. [30] present an iPad application for arranging robotic 241

movable furniture either in situ with AR (“Augmented/A”) or in virtual reality (“Vir- 242

tual/V”). Tables and chairs can be placed virtually into the actual environment, and 243

different experimental conditions either allowed the participant to move freely about the 244

space with the iPad (“Dynamic/D”) or required them to remain stationary with the iPad 245

anchored in place (“Static/S”). Participants were also tracked with the Kinect sensor. All 246

subjects in this 2x2 study were provided time to practice using the software on the iPad 247

using the virtual, static condition, and then performed two of the four conditions (SV, SA, 248

DV, or DA). Participants preferred dynamic over static conditions and performed better 249

in the dynamic condition with respect to precision, and also expressed a preference for 250

augmented representation over virtual despite no observed performance differences. The 251

choice of an external mobile display for the interaction is notable here, as it allows the 252

person to manipulate objects on a tangible screen while moving around the environment 253

with their field of view unencumbered. 254

A Samsung Galaxy Tab 4 is used to compare the use of AR with traditional robot 255

programming in an industrial environment in Stadler et al. [31]. The participant completes 256

three different tasks to program a Sphero 2.0 robot ball in either an AR or no-AR condi- 257

tion. In the AR condition, “task-based support parameters” are provided, whereas these 258

parameters are not given in the no-AR condition. Workload measures are lower in the AR 259

condition, while task completion time increases, possibly due to the apparent desire for 260

participants to be more accurate in the AR condition, provided with more visibility to the 261

task. 262

More industrial robot programming is explored with mobile screen AR in Hügle 263

et al. [32]. The user first moves around the space with a tablet, using pointing and arm 264

movements, while the 6-DOF robot arm remains stationary. Next the user validates robot 265

poses and trajectories aided by the AR application, able to adjust the program as well as 266

physically move the robot. Finally the user leaves the area so that the robot can safely 267

demonstrate its learned movements. Gestures are recognized using the tablet’s camera, 268

the user receives AR feedback on the gesture interpretation, and a virtual robot is also 269

displayed to demonstrate the current program. 270

The Apple iPad Pro is the mobile device of choice for Frank et al. [33]. Fiducial 271

markers are arranged on a table surrounding a humanoid robot with two 6-DOF arms. 272

Manipulable objects, also labeled with markers, must be moved around the table. Three 273

different interfaces, all using the iPad, are tested in a between subjects study. The three 274

interfaces are a Conventional Egocentric (to the robot) Interface, where users view the area 275

from the perspective of the robot’s on-board camera; a Conventional Exocentric Interface, 276

which displays an overhead camera view of the workspace; and an experimental Mobile 277

Mixed-Reality Interface, which uses the tablet’s rear-facing camera as the point of view. 278

The reachable space can be highlighted virtually on the tablet. Statistically, participants 279

perform equally well with all interface modes. Because the Egocentric Interface requires 280

users to move around to gain perspective of the robot, this modality is less preferred by 281

participants than the other two modalities. Likewise, the Egocentric Interface users also 282

report higher workload. There is obvious variability among participants using the mobile 283

interface, possibly due to the variety of movements available to those users. 284

In Sprute et al. [34], a Google Tango tablet with an RGB-D camera is used to define 285

spaces that a mobile robot is allowed to occupy, using “virtual borders”. Holding the tablet, 286

a user moves around the space and chooses points in a specified plane. These points are 287

displayed on the screen along with the virtual borders which they define. This method 288

is compared against two baseline methods: visual (physical) markers and a laser pointer. 289

Ultimately the results showed that the tablet method produced similar accuracy as the 290

baseline methods and resulted in a faster teaching time. 291

In Chacko and Kapila [115], a Google Pixel XL allows a user to select an object and 292

a goal location, which are then shared with a 4-DOF tabletop robot manipulator with a 293

1-DOF gripper. The mobile AR display features two buttons (one for setting the target and 294
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another for clearing), crosshairs to assist with locating a target, shading to denote reachable 295

regions, and virtual objects to indicate intended final placement. Different versions of the 296

interface are provided to allow the user to program either one pick-and-place object at 297

a time or multiple objects together. Participants rate the workload required for this task 298

and interface as relatively low. Chacko and Kapila [35] extend Chacko and Kapila [115] 299

by expanding the types of objects to be manipulated, allowing for two different grasping 300

modes (vertical and horizontal), and adjusting the AR display accordingly. 301

The software developed in Rotsidis et al. [36] is intended to facilitate trust between 302

robots and users, using a mobile phone AR application to increase transparency. The AR 303

display has modes that show a ground robot’s decision-making capabilities in tree-like 304

formats. Subtrees can be expanded with a tap, and users can debug the program and access 305

additional information. This kind of transparency increases the likelihood that the robot is 306

perceived as alive, lively, and friendly by study participants. 307

As demonstrated by this review of mobile device AR display, the uses are incredibly 308

diverse and allow for a variety of functionality and information provision. Another com- 309

monly used mode of augmenting the real world for HRC is projection. Much of the work 310

in this area has occurred within the past 4 or 5 years, perhaps due to the maturation of 311

projection and motion capture technologies. 312

In 2016, work in Andersen et al. [37] utilizes projection mapping to facilitate au- 313

tonomous robotic welding. An operator uses a Wii remote to control a cursor and com- 314

municate with the robot. In the experiment, the projection is displayed on a mock-up of 315

a shop wall. The participant completes two separate tasks, one requiring them to correct 316

a number of incorrect locations for welding, and another to teach the welding task to the 317

robot. The functionality of the projection system was rated relatively highly by mostly 318

novice participants, due in part to the projection visualization of task information. 319

In a car door assembly task Kalpagam Ganesan et al. [38], projections are used to 320

dynamically indicate various cues to human collaborators with robots. Object locations 321

are tracked with a vision-based system, and this enables projection mapping on top of the 322

3D objects. Three modes of communication were tested: printed mode, in which subjects 323

received printed instructions; mobile display mode, in which subjects received a tablet 324

with instructions; and projection mode, providing just-in-time instructions via projection 325

mapping with mixed reality cues. Participants had to collaborate with a robot to complete 326

the door assembly task. The amount of time required to understand a subtask was lower 327

in the projection mode than in the printed or mobile display modes. Furthermore, the 328

subjective questionnaire revealed higher fluency, clarity, and feedback with the projection 329

mode. All participants also favored the projection mode in this within subjects test. 330

In another industrial application in Materna et al. [39], a human subject uses spatial 331

augmented reality to program a robot to prepare parts for assembly. Projections are 332

displayed on a touch-enabled table that is also within reach of the robotic arms. Since all 333

work occurs on the table, the location of the projections in this same area is intended to 334

increase focus and situational awareness, improve use by novice users, and remove the 335

need for other devices. The tabletop system serves both as input for the robot and feedback 336

for the human. Lists of instructions and programs, dialog boxes, and images representing 337

objects to be manipulated are all “widgets” shown on the tabletop surface. Unfortunately, 338

the affordances of the touch-capable table proved to be lacking, and 5 of the 6 participants 339

agreed with the statement, “Sometimes I did not know what to do,” demonstrating once 340

again that shortcomings in the tools can deeply affect the overall experience. 341

Similar to Materna et al. [39], in Bolano et al. [40] a tabletop projection system is also 342

used. In this case, however, information is shown about robot behavior and detected parts, 343

with the goal of clarifying the task and the robot’s intent, and the table is not touch-enabled, 344

nor are any inputs solicited from the user. Without the hindrance of a confusing touch 345

interface as in Materna et al. [39], the usefulness of tabletop projection can be assessed. 346

Because in this example the user is working concurrently with the robot rather than 347

programming it, understanding intent and future movements is especially useful. If the 348
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robot makes an unpredictable move, the human user can see with a glance the goal location 349

and immediately assess whether or not a collision is imminent. 350

3.3. Static Screen-based Display 351

A mode of AR display that has declined in popularity in recent years is that of a 352

screen-based display, generally placed on a desktop for viewing. This display is distinct 353

from the mobile device displays discussed earlier, as it cannot be moved with the user 354

on the fly, nor is it generally equipped with a mobile camera. Research involving static 355

displays for HRC is largely for remote use purposes, featuring an exocentric camera view 356

and virtual overlays for the remote user. Here we highlight some examples of these static 357

displays for AR, though this modality has been less common in recent years. 358

Work in 2009 used a screen-based display to facilitate dental drilling in Ito et al. [41]. 359

Virtual images were projected onto teeth to perform the drilling required to prepare them 360

for a crown. The path of the drill can be superimposed, and feedback shown on the screen. 361

The machine is teleoperated via joystick, and the AR system enables replication of the 362

original operation. 363

In 2010, a remote operator is shown a live view of a robot arm with additional infor- 364

mation on top of and around the robot in view in Notheis et al. [42]. Both virtual and real 365

cameras are enabled, with the virtual model showing the intended movement of the real 366

robot. The user can validate the movements via the screen prior to the action being taken 367

in real life. 368

In proof-of-concept work done in 2012 in Domingues et al. [43], the intent is to provide 369

users with a virtual scuba diving experience. While an underwater robot (ROV) was 370

teleoperated, a screen-based AR displays controls and the video feed from the ROV. The 371

user can choose whether to use the on-board ROV camera or the virtual ROV for controlling 372

the robot. 373

A stationary touchscreen AR display is used in 2013 to allow users to teleoperate 374

a ground-based robot in another room by manipulating a 3D model on the screen in 375

Hashimoto et al. [44]. The user draws the robot path on the screen with their finger, and 376

various cameras are provided to augment the user’s view, including a third-person view 377

camera. Three movement modes are tested with the touchscreen input: Movement After 378

Touching (the robot does not move until the person is no longer touching the screen), 379

Movement During Touching (the robot moves as soon as the user begins to manipulate the 380

model but stops immediately when the screen is no longer being touched and the model 381

moves to the current location of the robot), and movement during and after touching (the 382

robot begins as in Movement During Touching, however when the user stops touching the 383

screen, the robot continues to the final model position). Only 12 participants were involved 384

in the study, which makes generalizations about the usefulness of each mode difficult, and 385

there were participants who preferred each of the three modes. 386

3.4. Alternate Interfaces 387

A survey of literature in AR for HRC would be deficient without the acknowledgement 388

of the development of various peripheral devices for interacting in augmented reality. Here 389

we provide examples of the diverse types of peripherals. 390

One example of a peripheral being used with AR is in Osaki et al. [45], where a 391

projection-based AR is combined with a drawing tool peripheral to set a path for a mobile 392

ground-based robot. Additional commands and communication are provided by the 393

drawing tool including navigation by virtual string (as if it were a leash and the robot were 394

a dog) and the use of different colors to indicate stop or go. 395

To enable robot use by people with mobile disabilities, a “tongue drive system” (TDS) 396

is developed for use with an AR headset in Chu et al. [46]. Using tags and object recognition, 397

a user is able to perform pick-and-place and manipulation tasks faster with the TDS than 398

with manual Cartesian inputs from a keyboard. 399
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One proposed concept, and an example of where this kind of technology might lead us 400

in the future, is an immersive suit for the elderly: the “StillSuit” in Oota et al. [47]. The main 401

purpose of the robotic StillSuit is to enable interaction with the environment. Using “Lucid 402

Virtual/Augmented Reality,” the central nervous system and musculoskeletal system are 403

modeled, providing the user with the sensations of performing a particular task. 404

In Gregory et al. [48], users perform gestures while wearing a Manus VR gesture glove, 405

capable of tracking each finger’s movement. While wearing a HoloLens, users provide 406

movement instructions to a ground-based robot via the gesture glove. A key insight learned 407

in this pilot study is that gestures should be chosen so that they can be easily formed by all 408

users. 409

3.5. AR Combinations and Comparisons 410

Other themes in the literature included the comparison of different AR modalities via 411

user studies and the combining of modalities to achieve improved effects. These studies 412

bear importance for those who may be deciding whether to implement AR in different 413

modalities or how to provide AR insight to both an egocentric and an exocentric user 414

simultaneously, thus related works are shared below. 415

Augmented reality can be a combination of technologies, such as in Huy et al. [49], 416

which combines projections using a laser writer system (or spatial augmented reality, SAR) 417

with the Epson Moverio BT-200 AR Glass (an HMD) and a multimodal handheld device 418

prototyped for the study. The laser writer is mounted to a ground-based mobile robot 419

to provide directional feedback, the human can provide commands via the handheld 420

device, and other visual feedback can be provided via the HMD. The intent of testing both 421

versions of AR (projection and HMD) is for those cases where some of the communicated 422

information may be sensitive, while other information may be needed by all those in the 423

vicinity of the robot for safety purposes. 424

Sibirtseva et al. [50] compare different AR methods where the three conditions are 425

HMD, projector, and a monitor. Participants claim that the HoloLens is more engaging, 426

possibly due to the mobility that an HMD allows, but generally prefer the projection-based 427

AR for a tabletop robot manipulator conducting a pick-and-place task because it was 428

“natural,” “easy to understand,” and “simple.” 429

Similar to Huy et al. [49], in Bambušek et al. [51] a HoloLens is combined with 430

projection AR, so that an outsider can see what the HMD-wearer is doing. The study 431

indicated a high task load for the HMD and confusion when both were used. Ultimately 432

the task completion time was faster with the HMD regardless of the high Task Load Index 433

rating. The unreliable touch-enabled table proved to be problematic, as seen in other studies 434

like Materna et al. [39]. 435

AR (and VR in this instance) have also been used as training tools for operation of 436

a conditionally autonomous vehicle in Sportillo et al. [52]. In a between-subjects study, 437

three different training methods are tested: on-board video tutorial, AR training, and VR 438

simulator. In this wizard-of-oz study, all participants are able to take over in the appropriate 439

situations within the required time, regardless of their training method, but participants 440

trained with AR or VR have a better understanding of the procedure and better performance 441

time. 442

4. Programming and Understanding the Robotic System 443

We encountered a large subset of literature that discussed the problems of allowing a 444

user or designer to better understand, create, or improve the human-robot collaborative 445

system via augmented reality. Below we discuss these in respective subsections based on 446

the ways in which they do so or their intended domain. 447

4.1. Intent Communication 448

Research highlighted in this subsection addresses the problem of communication of 449

robot intent to humans via AR. The following section, 4.2 Path and Motion Visualization, 450
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is related to intent, but it is differentiated in that intent is not always path- or trajectory- 451

based. A robot might want to communicate an overall plan, a goal location, or a general 452

intent so that the human collaborator does not duplicate efforts, alter the environment, 453

or put themselves in danger. Thus, we share this section specifically dedicated to intent 454

communication. 455

One key example of intention explanation is in Chakraborti et al. [53], where the 456

“Augmented Workspace” is utilized both before and during task execution. The aim of this 457

work is to keep the human collaborator informed, increase the fluency of the collaboration, 458

increase clarity of the plans (before and during task execution), and provide a common 459

vocabulary. Particularly notable is the Projection-Aware Planning Algorithm, where “the 460

robot can trade-off the ambiguity on its intentions with the cost of plans.” Similarly, 461

algorithms for interpreting the scene and establishing and updating the virtual borders to 462

be shown to the HMD wearer are presented in Sprute et al. [54]. 463

The overarching goal of Reardon et al. [55] is to provide straightforward, bidirectional 464

communication between human and robot teammates. The human is provided information 465

to more clearly understand the robot’s intent and perception capabilities, while the robot is 466

provided information about the human that enables it to build a model. By enabling this 467

bidirectional communication, the authors seek to influence human behavior and increase 468

efficiency of task completion. The task at hand in this experiment is the cooperative 469

exploration of an uninstrumented building. The robot and human (wearing an AR HMD) 470

are independently performing SLAM, and their frames of reference must first be aligned 471

with each other. Next the maps from both sources are composited. Finally the robot’s 472

information is provided to the human teammate visually, in their AR-HMD. Information 473

visually communicated to the human via the AR-HMD includes: the robot’s current plan; 474

the composite map, to facilitate understanding of the current state of the exploration task; 475

and other information to convey how the robot is evaluating future actions [55]. 476

In cases where humans and industrial robots must work in close proximity, safety 477

and trust can be improved by indicating the robot’s intent to the human. For example, in 478

Bolano et al. [40], a human collaborator works in a shared space on an assembly task. Using 479

projection-based AR, the user can immediately see whether a part is recognized by the 480

system and also be shown the current target, trajectory path, and/or swept volume of the 481

robot, so that they can safely move out of the way (or know that they are already working 482

in a safe space), even if it might appear as though the robot is moving towards them. 483

To aid in the disambiguation of human commands, Sibirtseva et al. [50] present a 484

system that involves natural language understanding, a vision/object recognition module, 485

combining these two for reference disambiguation, and the provision of both a visualiza- 486

tion in AR and an autonomous robot controller. After a pilot study to establish human 487

language preferences for the reference disambiguation visualization system, a relatively 488

straightforward pick-and-place task for different colors of blocks is established to compare 489

three modalities of AR. 490

In a similar experiment, Williams et al. [56] performs a within-subjects study to inves- 491

tigate how a robot can communicate intent to a human via AR images as deictic gestures 492

(such as circling an object in the user’s field of view), rather than using physical deictics 493

(such as pointing). The experimental results suggest design guidelines for “allocentric 494

mixed reality deictic gestures,” including the suggestion to use these gestures in contexts 495

where language may be difficult or impossible, or when the intended target may be per- 496

ceived as outside the robot’s perspective, and to use them in combination with language 497

when the situation allows. 498

A key result of communicating robot intent is the calibration of a human user’s trust 499

that results from their mental model of the system and from an understanding of its 500

capabilities and limitations. This calibration of trust is one of the primary goals of Rotsidis 501

et al. [36]. Using a mobile phone-based AR, a tree-like display of the robot’s plans and 502

priorities was shown to a human for both transparency and for debugging. 503
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Even more recently, [57] compared different two different AR robot gestures (a virtual 504

robot arm and a virtual arrow). Based on the robot’s deictic gesture, the participant chose 505

the virtual item that they believed the robot was indicating. While the arrow gesture elicited 506

more efficient responses, the virtual arm elicited higher likability and social presence scores 507

for the robot. These results carry various implications for intent communication, including 508

an important choice between likability and efficiency. Further, AR is shown in [58] to be 509

a a promising technology for bi-directional communication of intent and increased task 510

efficiency through experiments that provide avenues for both the human and the robot 511

to communicate intent and desires. Other AR-enabled indication methods that have been 512

explored include a virtual robotic arm on a physical robot that points to desired objects, as 513

demonstrated in Hamilton et al. [57]. This study compares the virtual arm with a virtual 514

arrow, and finds that while arrows support a faster reaction time a virtual arm makes the 515

robot more likable. AR-based visualizations – that include placing a virtual robot in the 516

physical space along with sensor data and a map grid – are also tested in Ikeda and Szafir 517

[59] for supporting debugging by roboticists. 518

4.2. Path and Motion Visualization and Programming 519

Another popular problem in human-robot collaboration is that of understanding and 520

programming robot trajectory and motion. As clarified in Section 4.1, here we focus on 521

paths and trajectories of the robots, and how AR can be used to visualize or program these 522

trajectories. 523

In a straightforward and intuitive example from Osaki et al. [45] in 2008, the human 524

user draws lines in AR (via both projector and HMD), using a peripheral device, for the 525

robot to follow. The lines are then processed into trajectories which the robot can take. 526

Similarly, in Chestnutt et al. [10] a human user directs a humanoid robot by drawing a 527

guide path on the ground in AR. The system then plans left-right footstep sequences for the 528

robot that are also displayed via AR, and the user is able to modify the path if necessary. 529

For a remote laser welding task, a similar line-following approach is taken in Reinhart 530

et al. [60], also in 2008. First the welding locations are denoted with the specific welding 531

task to be completed using AR projections, and next the robot paths are optimized for task 532

completion. Approximately 8 years later, Andersen et al. [37] is also related to welding, 533

this time for stud welding in a shipbuilding environment. Projection mapping is used in 534

this instance as well, and a lab-based user study indicates positive results for novice users 535

in programming the robot to conduct accurate welding activities. 536

In Green et al. [14], the authors set three different experimental conditions for humans 537

navigating a simulated robot through a maze with the use of AR. The 3 within-subjects 538

conditions tested are: Immersive Test, using an onboard camera and teleoperation without 539

any AR; Speech and Gesture no Planning (SGnoP), providing AR interaction with speech 540

and gesture; and Speech and Gesture with Planning, Review, and Modification (SGwPRM), 541

adding to the prior condition the opportunity to review the plan before it is executed by the 542

robot. While the Immersive condition is preferred by test subjects and most easily executed, 543

SGwPRM yields the most accurate results. Significant user learning had to take place in 544

both of the AR conditions, while the pure teleoperation is a more natural mode of control. 545

This study combines a number of different options, such as displaying the path before robot 546

movement begins, utilizing AR tags to display virtual objects to the user, and integrating 547

speech and gesture inputs. 548

A significant amount of research covers different ways to “teach” or program a robot 549

using AR. In Hulin et al. [61], visual and haptic signals are given to a human via AR who is 550

using Programming by Demonstration to teach a robot arm a trajectory. The signals are 551

intended “to avoid singularities”. The following year in Fung et al. [28], a human user takes 552

photographs with an AR-enabled device and then provides annotations, which transfer to 553

a ground robot’s movement. In another study from Bonardi et al. [30], while it does not 554

use separate ground robots, the furniture itself is robotic and modular. Users interact with 555

an iPad to control the arrangement of the furniture in a shared space. While these papers 556
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covered scenarios with humans in the same space as a robot, Hashimoto et al. [44] instead 557

deals with a robot being teleoperated from another room via touchscreen. Also in 2013, 558

Gianni et al. [62] present a framework for remotely operating a semi-autonomous ground 559

robot as well. Their framework includes an AR interface that allows for path planning and 560

obstacle navigation through a handheld pen peripheral, as well as a localization system that 561

used dead reckoning in addition to ICP-SLAM, and a trajectory tracking algorithm. This 562

kind of remote communication is designed to be especially useful for situations that might 563

pose greater risk to a human, such as emergency rescue or scouting. Both Lambrecht and 564

Krüger [29] and Lambrecht et al. [63] focus on honing hand gesture recognition algorithms 565

for spatial programming of industrial robots. Specific contributions include recognition 566

of specific gestures that map to robot poses, trajectories, or task representations, and 567

improvements in the skin color classifier and hand/finger tracking. In a 2014 user study, 568

Coovert et al. [64] demonstrate the effectiveness of projections (such as arrows) from 569

the robot onto the floor in front of it when moving in an environment among humans. 570

Participants feel more confident about the robot’s movement and more accurately predict its 571

movement with projections than without. In another study the following year, Chadalavada 572

et al. [65] suggest that a mobile ground robot that projects its intentions onto the floor with 573

simply a contour line is preferable to no projection at all. 574

Rather than use AR for directing or programming the robot, Makris et al. [66] suggest 575

that an AR HMD can be used in a human-robot collaborative assembly environment to 576

provide the human with robot trajectory visualizations, so that they can stay safely away 577

from those areas. However, the presented system does not offer any recourse if the user does 578

intersect the denoted trajectory/path. In a study by Walker et al. [11], different ARHMD 579

visualization designs are tested for communicating to a human in a shared space what 580

the intent of a quadcopter robot is. Four different visualizations are tested in a between 581

subjects study: NavPoints, Arrow, Gaze, and Utilities. These visualization designs each 582

have different purposes and uses. 583

Hügle et al. [32] present a programming method for a robot arm that involves both 584

haptic (Programming by Demonstration) and gesture-based input. The gesture-based input 585

is used to provide a rough definition of the poses within the space, while AR images are 586

used to validate the poses and trajectories and alter the program. Next, the human takes 587

turns leaving the space while the robot moves to the next pose, re-entering the space to 588

provide hands-on feedback and alterations, and then leaving again for the next movement. 589

Once the program is finalized, it is transferred to the controller. 590

In Materna et al. [39], users program a PR2 robot as an assembly assistant, using 591

projection-based AR on a touch-enabled table. They use a block programming technique 592

(with the blocks projected on the table) to select the appropriate steps for the robot to com- 593

plete, and the target locations for parts are also highlighted virtually on the table. Templates 594

are available offline for the users to work from, and specific parametric instructions (such 595

as pick from feeder or place to pose) are supported. No pre-computed joint configurations or 596

trajectories are stored, and all paths are planned after the program is set. 597

The system in Krupke et al. [67] allows a human user to interact with a virtual robot, 598

move it virtually, confirm the movements via speech after watching a visualization of 599

the picking motion, and then observe the actual physical robot move according to those 600

movements, the goal being a pick-and-place task. In another pick-and-place task, non- 601

experts are asked to program a robot used to move printed circuit boards to and from their 602

testing locations [68]. A form of block programming is used in which “pucks” are chosen 603

and placed by the user to indicate actions and their sequences to the robot. Bambušek et al. 604

[51] provide a user with a HoloLens HMD for programming a robot for a pick-and-place 605

task, but also augment it with AR projections so that others can see what the HMD-wearer 606

is doing, to avoid confusion and provide for safety. In this case, the robot need not be 607

present for the programming to take place, as object placement occurs entirely virtually at 608

first. Interactive Spatial Augmented Reality (ISAR) occurs along with virtual kinesthetic 609

teaching (ISAR-HMD). 610



Version August 3, 2024 submitted to Machines 14 of 35

Figure 2. [73]

In Kästner and Lambrecht [25], a large portion of the work focuses on aligning the 611

coordinate systems of the HoloLens and the robot, similar to Reardon et al. [55], both in 612

2019. After alignment is assured, then sensor data can be visualized, which includes the 613

navigation path of the robot that is extracted from the global path planner. Results show a 614

struggle to visualize the large amounts of real-time laser scan data using the HoloLens, a 615

limitation to be addressed in the future. To assist humans in remotely exploring unsafe or 616

inaccessible spaces via UAV, Liu and Shen [69] use a HoloLens to display an autonomous 617

UAV’s “perceived 3D environment” to the human collaborator, while the human can also 618

place spatial targets for the robot. In an attempt to develop an all-inclusive AR system, 619

Corotan and Irgen-Gioro [70] present a combined augmented reality platform for “routing, 620

localization, and object detection” to be used in autonomous indoor navigation of a ground 621

robot. Other noteworthy recent research presents AR-based methods for programming 622

waypoints and states for robot arms [71,72], as well as for programming robots through 623

learning from demonstration [73] (see Figure 2), and for projecting intended paths a social 624

robot might take [74]. 625

4.3. Adding Markers to the Environment to Accommodate AR 626

One method of making AR easier to implement is to change the surroundings by 627

providing tags, markers, or other additions and alterations. While this requires that the 628

environment can actually be prepared in this way (both that it is physically possible 629

and temporally feasible), these kinds of features can significantly increase the ease of AR 630

implementation. Furthermore, AR markers and tags are generally used to address problems 631

of placement, labeling, and recognition encountered when using AR technology, and aim 632

to increase user understanding of the system. Below we share research that demonstrates 633

these kinds of accommodations. 634

In Green et al. [75], a Lego Mindstorms NXT robot path is planned by a human user 635

by combining fiducial markers, other graphics, gestures, and natural language, specifically 636

deictics. Paddles with different markers that indicate instructions such as “stop” or “left” 637

provide instructions for the robot, while the robot confirms the human’s plan using natural 638

language responses. AR, specifically using the markers in the environment, allows for a 639

common communication platform between the human and robot. The exploration of AR 640

for HRC using AR markers continues to progress in Green et al. [14], where the authors set 641

three different experimental conditions for humans navigating a simulated robot through a 642

maze with the use of AR. AR markers are placed in the participant’s physical environment, 643

on which the virtual obstacles in the maze were modeled. 644

A similar task of programming a robot to follow a pre-set list of instructions utilizes 645

fiducial markers in Fung et al. [28]. With this handheld AR, labels are displayed in the 646

user’s view, allowing them to match the objects with the provided instructions, and then 647

provide direction to the robot. 648

The title of “Mixed reality for robotics” in Hönig et al. [76] is so generic as to give away 649

the novelty of this research area. The authors’ goal is to show how mixed reality could be 650

used both for simulation and for implementation. One single physical robot is used as a 651
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basis for additional virtual robots, and simulation is pitched as a research and development 652

tool. In this study, markers are placed on the robots in the real world to make it easier for 653

the simulation to mimic the motion directly. 654

AR has been explored for many uses in a manufacturing environment, such as in 655

Peake et al. [77] where AR markers are used to overlay objects on the factory floor. The 656

images displayed virtually can be pulled from the cloud and can provide information about 657

machine status and equipment usage. 658

There are many kinds of uses for AR tags and fiducial markers, or ways in which 659

the environment can be altered to accommodate the use of augmented reality. Fiducial 660

markers are used in Frank et al. [33] to both denote possible goal locations and to label 661

movable objects, which are to be recognized by the robot and the AR device. This simplifies 662

the recognition aspects significantly, removing that process from the system. In order to 663

locate and orient a ground-based robot in a confined space, Hashimoto et al. [44] label its 664

corners with fiducial markers. This facilitates the control of the robot by a remote user via 665

touchscreen. 666

4.4. Manufacturing and Assembly 667

One domain in which solutions for creating and understanding the human-robot 668

collaborative system are particularly applicable is that of manufacturing and assembly. 669

Specific tasks performed in such environments, and which can benefit from the use of AR, 670

include tool alignment, workspace visualization, safety precautions, procedure display, and 671

task-level programming. Especially over the last 5 years, the manufacturing environment 672

has become a popular research area for AR in HRC. 673

In a study intended to represent the tasks of a factory robot, Stadler et al. [31] task 674

participants with using a tablet-based AR to teleoperate a Sphero robot in 3 different 675

activities: tool center point teaching, trajectory teaching, and overlap teaching. The AR 676

tablet provides “task-based support parameters” in the form of shapes, guiding lines, start 677

and end points, and radii. Workload decreases with the tablet-based AR, however task 678

completion time increases. The authors suggest this could be attributed to the support 679

parameters providing a visible comparison for exactness. 680

In a robot-assisted assembly scenario, AR shows potential usefulness in multiple 681

ways, such as displaying assembly process information, visualizing robot motion and the 682

workspace, providing real-time alerts, and showing production data [66]. The specific 683

case study applies to the automotive industry, where a COMAU NJ 130 robot works in 684

a cell collocated with a human. A red volume denotes the robot’s workspace, the green 685

volume is safe for the operator, and the current task is shown at the top of a screen. This 686

proof of concept is intended to show the additional safety and efficiency afforded with 687

the use of AR. Also in 2016, [78] apply an “object-aware projection technique” to facilitate 688

robot-assisted manufacturing tasks like the installation of a car door. Projections such as 689

wireframes and warning symbols aid the human in understanding robot intent. Another 690

study intended to improve assembly operations, Materna et al. [39] uses a PR2 robot as the 691

worker’s assistant, helping to prepare the parts for assembly. The worker is aided by AR to 692

create a block program for the robot, see the instructions, view object outlines, and receive 693

information about the state of the system as well as additional information. Unfortunately 694

the robot itself is relatively unreliable during the experiment, and other usability issues 695

are also apparent (participants blocking part of the table where the robot should place its 696

parts, or participants intentionally or unintentionally ignoring errors shown via dialog 697

boxes and audio in the system). Future studies should take into consideration these kinds 698

of limitations. 699

[77] also work towards implementing AR in a robot-enabled factory, using a mobile 700

device and AR tags to display virtual objects and their expected manipulation by the robot 701

on the factory floor. Research in Guhl et al. [17] takes this concept further by implementing 702

multiple AR modalities that allow a worker to impose movement restrictions, change joint 703
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Figure 3. [80].

angles, and create programs for a robot in the factory on the fly, including the UR 5, Comau 704

NJ 130, and KR 6. 705

A seemingly common application for AR for HRC is in robotic welding [18,37,60]. The 706

dangers of welding combined with the accuracy required for welding tasks are perhaps 707

what make this a potentially useful application. In Reinhart et al. [60], AR was used to 708

assist with programming the remote laser welder, providing a user the capability to define 709

task-level operations. In both Reinhart et al. [60] and Andersen et al. [37], projection-based 710

AR is used to display the weld plan to the user directly on the area to be welded. In Yew 711

et al. [18], however, an HMD displays virtual objects in the user’s field of view so that they 712

can teleoperate a remote welder. 713

Puljiz et al. [79] draw on the built-in mapping and localization capabilities of the 714

HoloLens to establish safe zones and other areas of interest within a robot cell, rather 715

than relying on an external source. Results presented in the paper show that the mapping 716

can aid in setup of the robot cell, and the HMD allows for straightforward editing of 717

the map and safety zones. In a different way, Tung et al. [80] show how adding visual 718

workspace divisions can provide significantly more predictability in how a human and 719

robot collaboratively manipulate objects in a tabletop scenario (see Figure 3). 720

5. Improving the Collaboration 721

The subsections that follow contain literature that addresses the problem of improving 722

the collaboration between the robot and the human via augmented reality. Research is 723

grouped depending on the domain of the collaboration. We examine domains from different 724

perspectives, including use cases and applications. 725

5.1. AR for Teleoperation 726

Beginning with [116] and continuing with [117], robot teleoperation has remained a 727

central problem in human-robot collaboration, for which augmented reality can provide 728

some solutions. The contributions of research using AR for teleoperation are summarized 729

here. 730

Ito et al. [41] suggest visual overlays for robot-assisted, teleoperated dental work, in 731

yet another example of the use of AR for HRC in the medical fields. In this particular case, 732

the work is not done directly on patients but for a dental milling machine to prepare tooth 733

crowns. In this paper, the machine itself is presented, with the AR concept being a virtual 734

object superimposed over the actual object while the machine was being operated. 735
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For UAV (unmanned aerial vehicle) control, AR has been shown to improve the 736

situational awareness of the operators and to improve the path choice of the operators 737

during training as in Hing et al. [81]. (For more on situational awareness evaluation, see 738

Section 6.1.5.) Operators are provided with two different types of AR “chase views” that 739

enable them to observe the UAV in the environment. Other teleoperated robots are those 740

operated beneath the surface of the water (ROVs, or remotely operated vehicles, also known 741

as UUVs or unmanned underwater vehicles). Domingues et al. [43] present a virtual diving 742

experience that used teleoperated ROVs and AR. Riordan et al. [82] showcase a real-time 743

mapping and display of subsea environments using technology enabled by UUVs; this 744

provides remote teleoperators with a live experience of the environment in relatively high 745

resolution via the combination of technologies presented in the paper. 746

Another way of assisting a remote operator is by placing them virtually into the 747

environment of the robot as in Krückel et al. [16], so that they can in fact operate egocentri- 748

cally. An alternative to placing the operator into the entire virtual environment is to use a 749

combination of virtual and real objects to mimic the robot’s workspace, as in Yew et al. [18]. 750

In this example, a maintenance robot is shown virtually in AR, along with some aspects 751

of its surroundings, while prototypes of some of the physical features are also present 752

in the operator’s immediate environment. In this way, tasks such as visual inspection or 753

corrective task execution can be completed remotely via teleoperation. 754

With the comprehensive system presented in Huy et al. [49], a peripheral/haptic 755

device is used to teleoperate the robot, and information and feedback are shown to the 756

human user via an HMD and laser projection mounted to the mobile ground robot. One 757

feature of the handheld peripheral is a laser pointer that can be used to identify a goal 758

location for the robot, following which the operator confirms the choice in AR, then the 759

robot moves to that location autonomously. 760

As the concept of using AR for teleoperation continues to evolve, the designs have 761

become more advanced. In Hedayati et al. [26], three different design methodologies 762

are presented for communicating information to an operator collocated with an aerial 763

robot. This design framework urges the designer to consider how information is presented, 764

whether it is (1) augmenting the environment, (2) augmenting the robot, or (3) augmenting 765

the user interface. In the experiment, each of these three interface design implementations 766

prove to be an improvement over the baseline. 767

Puljiz et al. [22] present a method of generating a 6-DOF robot virtually in AR with a 768

HoloLens, and then allowing the user to manipulate the hologram as a form of teleoperation, 769

either in situ or remotely. Similarly, Walker et al. [13] successfully demonstrate the use 770

of “augmented reality virtual surrogates” of aerial robots that can be manipulated using 771

an HMD as a form of teleoperation. In a shared control situation, where a human user 772

with a remote control must grasp an object with a robot arm using an assistive controller, 773

Brooks and Szafir [83] show that AR visualization increases acceptance of assistance as well 774

as improves the predictability rating, but does not affect the perceived usability. There is 775

even evidence that humans in remote control of robot swarms prefer trajectory information 776

delivered via AR [84]. 777

5.2. Pick-and-Place 778

While pick-and-place operations are applicable across many of the domains already 779

discussed such as path planning, manufacturing, and teleoperation, here we highlight 780

problems of pick and place in human-robot collaboration as solved by augmented reality 781

for those who are interested in this particular body of research. 782

In Hashimoto et al. [44], a multi-DOF robot arm is mounted to a mobile ground robot, 783

giving the resulting system a total of 6 DOF. This robot is then teleoperated through a 784

touchscreen AR interface to perform tasks remotely (in another room), such as approaching 785

a bottle, grasping it, and dropping it into the trash. The experiment is designed to determine 786

subjects’ preferred type of interaction with the touchscreen. Unfortunately these results are 787
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somewhat inconclusive, as the study was conducted on a small scale and participants did 788

not show one clear preference. 789

In Frank et al. [33] a tabletop two-armed robot is controlled via an AR-enabled tablet 790

in a shared space. Different views are provided to the user in a between-subjects study: 791

overhead, robot egocentric, and mobile (using the rear-facing camera on the tablet). Mixed 792

reality is enabled in all of these views, to the extent possible with the cameras employed. 793

The pick-and-place task requires users to command the robot to move tabletop objects from 794

one location on the table to their designated bins on the table in front of the robot. Yet again 795

the results show a relatively equal performance level among participants, regardless of the 796

view provided. 797

Sibirtseva et al. [50] use verbal commands for a YuMi robot performing object retrieval 798

tasks, and investigate the implementation of different visualizations to clarify the requests. 799

In a within-subjects study, three visualization modalities are tested: monitor, which uses an 800

external screen to highlight the potential object; projector, wherein the object is highlighted 801

directly on the workspace; and head-mounted display, where a HoloLens highlights the 802

object virtually in the real world. The system uses a wizard to perform the natural language 803

recognition for colors and shapes of the objects; the remainder of the system is designed for 804

the experiment. The authors choose a flat workspace for the experiment, assuming that 805

a more complex workspace or area would essentially bias the results towards an HMD 806

being preferable, due to difficulties with projection and/or occlusions. The claim is that this 807

experiment is intended to compare the three AR modalities as directly as possible, rather 808

than optimize for a specific task. While participants claim that the head-mounted display 809

is more engaging, they generally prefer the projection-based AR. 810

To investigate the use of “drag-and-drop” in AR to program a UR5 robot arm, Rudorfer 811

et al. [21] test their “Holo Pick-n-Place” method. A user can virtually manipulate an object 812

from one place to another within the HoloLens, and those instructions are then interpreted 813

by the system and sent to the robot. The HoloLens uses object recognition to overlay the 814

virtual CAD models of objects onto the physical objects, which the user can then drag and 815

drop into the desired locations. A proof of concept is presented, and accuracy proves to be 816

limited due to the HoloLens’s limitations in gaze and calibration. The system also does not 817

allow object stacking or placement anywhere other than on one surface. With the release of 818

the HoloLens 2, some of these issues may be resolved in future studies. 819

In Chacko and Kapila [85], virtual objects are created and manipulated by a human 820

user in AR, and these virtual objects are then used by the robot to optimize a pick and place 821

task. The system allows an estimation of position, orientation, and dimension of an object 822

in physical space that is unknown to the robot, and this information is used by the robot 823

to then manipulate the object. The user also dictates what type of grasping motion to use, 824

with the options being horizontal (objects that can be grasped from above, so as to keep 825

them oriented horizontally) and vertical (objects that can be grasped from the sides, so as 826

to keep them oriented vertically). 827

In Bambušek et al. [51], a HoloLens and touch-enabled table with AR projection are 828

combined to program a robot to perform tabletop pick-and-place tasks. In this case, these 829

modalities were compared with kinesthetic teaching, or physically manipulating the robot’s 830

arms. An advantage of this system is the removal of the requirement that the robot be 831

present during programming, since tasks can be verified in the HoloLens. 832

5.3. Search and Rescue 833

Search and rescue operations present a natural application for using AR to facilitate 834

and amplify human-robot collaboration. Dangerous situations can be explored by robots 835

while a human provides guidance, oversight, and even teleoperation from a distance, 836

using the improved situational awareness and nuanced communication enabled by AR. 837

Specific issues that can be addressed by AR in a search and rescue HRC situation include 838

a potentially dynamic and unknown environment, often resulting in the need for visual 839
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assistance, as well as remote communication of essential information about safety, terrain, 840

or location of human and robot agents. 841

In 2009, Martins and Ventura [86] implement a rectification algorithm for using an 842

HMD to teleoperate a mobile ground robot. In this application, head movements can be 843

tracked and utilized to tilt the camera or turn the robot. Additionally, when the user’s 844

head is tilted from side to side, the rectification algorithm ensures that the remote image 845

stays aligned with the horizon. Gianni et al. [62] propose a framework for planning and 846

control of ground robots in rescue environments. A human operator uses an AR interface 847

that provides capabilities for path planning, obstacle avoidance, and a pen-style interaction 848

modality. The following year, in 2014, Zalud et al. [87] demonstrate a method of combining 849

color and thermal images in AR especially for use cases with low visibility as in rescue 850

situations. Four years later, Reardon et al. [24] implemented AR for search and rescue with 851

a ground based robot (Clearpath Robotics Jackal) using a HoloLens. The advances with 852

this new technology included vector-style visualization of the robot pose and trajectory 853

and expedited communication of search results. 854

In Reardon et al. [55], an explorer robot and human user communicate with each 855

other via an AR HMD, with the key components being an unstructured, uninstrumented 856

environment and bi-directional communication. An autonomous robot searches the envi- 857

ronment with a human, with the intent to expedite the search over what could be done 858

with solely robotic or solely human exploration. The human (via the HMD) and the robot 859

are equipped with SLAM capability and are able to share their respective information 860

with each other, and thus create a composite map of the area. Furthermore, the AR is 861

used to communicate the current plan, the task’s state, and future actions of the robot, 862

thereby also influencing the choices that the human makes. In an extension of this work, 863

Gregory et al. [48] demonstrate the usefulness of a gesture glove for giving commands 864

to the robot for reconnaissance style missions. In a pilot study, novice participants must 865

use the Manus VR gesture glove and a HoloLens to command the robot in mapping three 866

different environments (subway platform, basement, and office building). Preliminary 867

results show that these tasks can be completed both in Line-of-Sight and Non-Line-of-Sight 868

operations without extensive training, and also highlighted the importance of choosing 869

easily articulated gestures. Researchers also note that the participants make use of com- 870

mands in unanticipated ways, such as utilizing a “return” command to only partially 871

move the robot back, to then be able to issue a different command from this intermediate 872

location. Reardon et al. [88] demonstrated that an ARHMD could be a suitable method for 873

communicating robot-observed changes in the environment. The experiment, conducted 874

remotely, provided participants with video of the environment with AR-provided, circular 875

shaded regions that highlighted changed areas. Participants were then asked to rate their 876

confidence in the AR-provided change indicators. While improvements could be made on 877

this method, it proved to be a significant step in implementing this kind of visualization to 878

aid in scene change identification. Taking these techniques a step further, Walker et al. [89] 879

show that an ARHMD could be used to allow emergency responders to quickly visualize 880

an area, for example during firefighting operations, particularly by augmenting images 881

provided by a remote robot. 882

Even more recently, Tabrez et al. [90] explored different types of AR communication for 883

joint human-robot search tasks, leveraging techniques from explainable AI where insight 884

is provided into a robot’s decision-making to attempt to improve situational awareness 885

(see Figure 4). In a comparison (as well as a combined interface), they found that the 886

combination of prescriptive and descriptive guidance led to the highest perceived trust 887

and interpretability, the highest task performance, and made human collaborators act more 888

independently. 889

5.4. Medical 890

There are a number of applications of AR for improving human-robot collaboration in 891

robot-assisted dental work as well as for robot-assisted surgery. [91] provide an extensive 892
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Figure 4. [90].

review of AR for robotic-assisted surgery, providing a comprehensive list of application 893

paradigms: surgical guidance, interative surgery planning, port placement, advanced 894

visualization of anatomy, supervised robot motion, sensory substitution, bedside assistance, 895

and skill training. We will highlight some of the medical applications here, however for a 896

full review of AR in robotic-assisted surgery, the reader should refer to Qian et al. [91]. 897

For performing dental work, Ito et al. [41] presents visual overlays in AR for a robot- 898

assisted dental milling machine via teleoperation. Virtual objects are superimposed on 899

physical objects, allowing the user to see the trajectory of the cutting tool path as well as a 900

patient’s internal bones. 901

For a situation requiring first aid, experts are often not at the site to provide treatment. 902

It is specifically cases like these that Oyama et al. [92] attempts to address with a Remote 903

Behavior Navigation System (RBNS). This system equips a person at the site of the emer- 904

gency with a camera, microphone, and HMD, while a remote expert is able to view the 905

camera feed and provide directions for care that are mimicked in the HMD virtually. The 906

experiment challenges a participant to construct an arm sling using the RBNS, remotely 907

guided by an expert. 908

The AR system presented in Filippeschi et al. [93] is a complete system for remote 909

palpation (examination by touch), in the case where a patient and a doctor are not collocated. 910

Both visual and haptic feedback are provided to the doctor, and the patient is in view of an 911

RGBD camera. 912

For assistance both before and during surgery, Adagolodjo et al. [94] develop an AR 913

system for visualizing tumors and blood vessels around the surgery site. Approximate 3D 914

pose information is obtained from 2D silhouettes, proving this method potentially useful 915

for planning surgical operations. Similarly, in Zevallos et al. [95], AR is used to show the 916

shape and location of tumors by visually overlaying that information onto the actual organ, 917

in an effort to assist surgeons. In this example the surgeons use the da Vinci Research Kit 918

(dVRK), a robotic surgery assistant. A system is presented to autonomously locate the 919

tumor, provide stiffness and related information about the tumor, and then overlay the 920

information on a model of the affected organ for display to the user. Another application 921

for surgery is from Qian et al. [27], where the First Assistant is provided with a HoloLens 922

that is equipped to aid them with instrument insertion and tool manipulation while using 923

the da Vinci robotic surgery assistant. Experimental results show potential improvement in 924

efficiency, safety, and hand-eye coordination. 925

Elsdon and Demiris [23] use a HoloLens and a “spray robot” for dosed application 926

of topical medication. Because sprayed dosage is difficult to visualize, the density is 927

visualized virtually, and the Actuated Spray Robot is enabled with three different modes: 928

manual (user must pull trigger and move sprayer), semi-automatic (trigger is actuated 929

automatically but user must move the spray head), and autonomous (both the trigger 930

and head articulation are automated). A more even density (greater accuracy) is achieved 931

with both semi-automatic and automatic modes than with manual spraying, although 932
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manual was fastest. The experimenters speculate that because both of the automatic modes 933

do not allow mistakes to be made, participants may tend towards perfection in those 934

modes, increasing the time spent on the task. This technology could also be applicable in 935

manufacturing, for paint and other coatings requiring a spray application. 936

5.5. Space 937

Space applications pose challenging problems, especially as the work sites reach 938

farther and farther from earth. Any teleoperation must account for the time delays imposed 939

by these long communication distances, a problem explored deeply by [96]. Xia et al. [97] 940

attempt to work within these constraints by using augmented reality to help simulate the 941

time delay for a remote operator. Via AR, different virtual fixtures are tested to aid the 942

operator, both with and without a time delay. Use of virtual line fixtures is the best option, 943

with or without the delay, while using virtual planes decreases the task time to less than 944

1/3 of the unassisted task with a time delay. The design of this experiment, while in this 945

case is applied to satellite repair, is derived from medical applications, and could have 946

applications in this field as well, especially as it relates to medical care during space travel. 947

Somewhat surprisingly, literature on AR for HRC in space applications seems few 948

and far between. Furthermore, most of the found literature is for remote teleoperation 949

rather than collocation. We speculate that this could be due to a combination of factors. 950

Most importantly, currently humans are only present in space in low Earth orbit, on the 951

International Space Station or on brief launches in relatively small spacecraft. While some 952

robots exist in these locations, the opportunities for incorporating AR into their use have 953

been sparse. Furthermore, due to the time delay in communicating with remote robotic 954

spacecraft and rovers, such as the Mars Exploration Rovers (Spirit and Opportunity) or the 955

Mars Science Laboratory (Curiosity) prohibits convenient real-time HRC. Thus, more of 956

the research related to these kinds of collaboration feature virtual reality or augmented vir- 957

tuality instead. With upcoming missions due to land humans on the moon, and eventually 958

on Mars, this is an area rich for future research. 959

5.6. Safety and Ownership of Space 960

The collaboration problem of indicating to humans whether a space is safe to traverse, 961

whether space is “owned” by the robot, or whether it is otherwise occupied or available has 962

been explored in a number of different studies. As mentioned above in Section 4.1, work in 963

Bolano et al. [40] displays to users the intended goal locations, paths, and swept volumes 964

of the robot and its end effector. The technology in Sprute et al. [34] provides a human 965

with the ability to restrict a robot’s workspace by drawing on a tablet in AR. In Makris 966

et al. [66], shaded rectangular prisms in a human’s AR HMD denote the “safety volume” in 967

green and the “robot’s working area” in red. Alternately, in Frank et al. [33], red shaded 968

areas of the working plane indicate prohibited regions for the robot, and green shaded 969

areas indicate allowable regions that the robot can reach. Puljiz et al. [79] also highlight the 970

ability to denote safety zones using their HMD-based mapping and interaction methods in 971

a robot work cell in a manufacturing environment. New work in spatial ownership during 972

collocated activities also shows that AR-delivered visualizations alone are insufficient for 973

achieving human compliance with robot instructions, even in a high risk environment 974

when humans are in close proximity to potentially dangerous airborne robots [98] (see 975

Figure 5). 976

Notably, the use of green and red seems mostly dependent on whether the human 977

is teleoperating, programming, or otherwise controlling the robot (in which case green 978

indicates areas they are allowed to move the robot into), or whether they are performing a 979

task in parallel (in which case green indicates areas where they are safe from the robot). 980

5.7. Other Applications 981

While somewhat unconventional, the following applications provide unique and 982

creative perspectives on the possibilities for implementing AR for HRC. These researchers 983
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Figure 5. [98].

are trying to push people’s boundaries on what makes for a good AR/HRC combination. 984

We included these unconventional perspectives with the intent to inspire future work envi- 985

sioning such systems. These works ask questions like, “How can we make this something 986

that might be useful every day?” and, “What do people think about incorporating robots 987

and AR into their daily activities?” 988

In Ro et al. [99], a robot is presented as a museum docent that uses projection-based 989

AR to share information with human visitors. Applications for this technology might also 990

expand past museums to malls and city streets, or even classrooms. 991

Mavridis and Hanson [100] designed the IbnSina (Avicenna) theatre installation to 992

integrate humans and technology, and to provide a place for art, research, and education 993

to come together. The stage is outfitted with sensors and is occupied by a humanoid 994

robot along with humans. Though not yet fully implemented, the theater is intended to 995

be interactive, and is to be equipped with a screen, lights, and audio and video systems, 996

enabling holograms and interaction. 997

Anticipating future restaurant applications, Pereira et al. [101] present a fast food robot 998

waiter system in a wizard-of-oz study. Participants in a within-subjects study teleoperate 999

the robot either solo or with a partner, using a headset and joysticks. 1000

Omidshafiei et al. [102] outline the usefulness of AR when prototyping and testing 1001

algorithms. By combining physical and virtual robots in an augmented environment via 1002

the use of projection AR, motion capture, and cameras, different systems can be tested and 1003

evaluated in full view of the researchers, and without the risks involved in deploying them 1004

in the outside world. 1005

Another nascent research area for AR-based HRC is Socially Assistive Robot tutoring, 1006

as in Mahajan et al. [103]. In this study, the researchers assess the use of common 2D 1007

usability metrics, such as performance, manipulation time, and gaze, and their correlation 1008

with usability scores from the System Usability Scale (SUS) survey. During an AR-assisted 1009

programming task, they find a positive correlation of usability with gaze, but not with 1010

manipulation time or performance. 1011

6. Evaluation Strategies and Methods 1012

In general, we are all working towards developing something “better.” What we mean 1013

by “better,” however, can have vastly different definitions based on the context and the 1014

intent. Better could be faster, more efficient, more directly, safer, with higher fluency, with 1015

greater situational awareness, or many other possibilities. In order to evaluate whether 1016

something is better, both objective and subjective measures can be made via multiple kinds 1017

of evaluations. These evaluations and measures are the subject of this section. 1018

Because there are many aspects to evaluation, here we take a few different approaches. 1019

First, we highlight some instruments and questionnaires that have been used in evalu- 1020

ating AR for HRC. Then we discuss the choice to conduct extensive user studies, pilot 1021
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testing, or only proof-of-concept testing, and the value of each of these options, as well as 1022

considerations for recruiting participants. 1023

6.1. Instruments, Questionnaires, and Techniques 1024

6.1.1. NASA Task Load Index (TLX) 1025

Use of the NASA Task Load Index or NASA TLX instrument [104] is perhaps one of the 1026

most widespread in assessing AR for human-robot collaboration [23,31,33,35,39,51,67]. The 1027

NASA TLX assesses work load on six scales [104] and was originated by Hart and Staveland 1028

in 1988 [118]. The six scales are Mental Demand, Physical Demand, Temporal Demand, 1029

Performance, Effort, and Frustration. The instrument is now available in both paper-and- 1030

pencil as well as mobile app format [104], making it very easy for the experimenter to 1031

deploy and for the subject to use. 1032

6.1.2. Godspeed Questionnaire Series (GQS) 1033

The Godspeed Questionnaire Series [105,106] was developed by Bartneck et al. in 1034

2009 as a way to measure “anthropomorphism, animacy, likeability, perceived intelligence, 1035

and perceived safety of robots”. Each of these 5 areas contain 3-6 Likert-type scales on 1036

which to rate the robot. This questionnaire was used to measure “perception of an artificial 1037

embodied agent” in Rotsidis et al. [36], while in Williams et al. [56] only the Likability section 1038

was utilized. 1039

6.1.3. User Experience Questionnaire (UEQ) 1040

Both Bambušek et al. [51] and Kapinus et al. [68] utilized the User Experience Question- 1041

naire [119], or UEQ, as part of the evaluation. The UEQ is a 26-item assessment; each item 1042

is ranked on a 7-point scale. The results provide a rating of the product being evaluated 1043

on 6 separate scales: attractiveness, perspicuity, efficiency, dependability, stimulation, and 1044

novelty. 1045

6.1.4. System Usability Scale (SUS) 1046

Measuring usability with the SUS is a method of quantifying a somewhat qualitative 1047

element of a design or technology. One measure of usability that a number of studies 1048

[39,51,71,83,103] utilize is the System Usability Scale or SUS [107]. The SUS consists of 10 1049

statements that users can rank on a scale of 1 to 5, from strongly disagree to strongly agree). 1050

Example statements include “I think that I would like to use this system frequently” and 1051

“I found the system very cumbersome to use”. To attain the total SUS score, for all odd 1052

numbered responses subtract 1, and for all even numbered responses subtract the response 1053

from 5. Add these scores together, then multiply the total by 2.5. This provides a score in 1054

the range of 0 to 100. 1055

6.1.5. Situational Awareness Evaluation 1056

A common claim is that AR lends itself to increasing the user’s situational awareness, 1057

or SA. Many papers in this survey claimed to evaluate situational awareness [18,33,82,91, 1058

120–122], but few actually had a way to evaluate this [24,26,55,81]. Endsley [108] defines 1059

situation awareness as “the pilot’s internal model of the world around him [sic] at any 1060

point in time,” what roboticists might refer to as a mental model. Specifically, a version of the 1061

Situational Awareness Global Assessment Technique (SAGAT) developed by Endsley [108] 1062

is used in Srinivasan and Schilling [120]. The SAGAT was developed in 1988 (interestingly, 1063

this also coincides with the original publication of the NASA TLX) to assess aircraft designs 1064

for pilots’ situational awareness. Scholtz et al. adapted the SAGAT in 2004 for (semi- 1065

)autonomous vehicles (“robotic vehicles”) and human-robot interaction, specifically the 1066

“supervisory role” that humans play in this situation [123,124]. In the original SAGAT, the 1067

experiment is paused at various points throughout the study, and during these pauses 1068

the pilot/subject is asked a series of questions that are intended to assess their awareness 1069

of aspects of the current situation. The evaluation is given via computer to allow for 1070
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randomized questions as well as rapid response inputs. A composite score is acquired 1071

based on the total response results. It is important to note that SAGAT is a technique and not 1072

a specific instrument or questionnaire. The particular questions asked during each pause 1073

or interruption are entirely dependent on the environment in which SA is being evaluated. 1074

6.1.6. Task-Specific Evaluations 1075

When conducting a user study, the researchers should conduct a thorough search to 1076

discover existing instruments for their technology’s particular use case. 1077

For example, in testing the functionality of an AR design to be used by robotic 1078

wheelchair operators, Zolotas et al. [19] choose skills from the Wheelchair Skills Test, 1079

version 4.2 [125,126]. The most current version of this manual is now version 5.1 [109], 1080

and it contains the specifics of the Wheelchair Skills Test, or WST, with individual skills, 1081

a questionnaire (WST-Q), and training. Examples of the skills assessed include turn while 1082

moving forwards (90◦, turn while moving backwards (90◦), and gets over threshold (2cm). Because 1083

there is an established test and instrument for these kinds of skills, it follows that the WST 1084

and WST-Q would be used to evaluate an AR system intended to assist robotic wheelchair 1085

users. 1086

6.1.7. Comprehensive Evaluation Designs 1087

Experiments in Kalpagam Ganesan et al. [38] utilize “questionnaire items...inspired 1088

and adopted from Hoffman [127] [since updated in Hoffman [110]], Gombolay et al. [111], 1089

and Dragan et al. [112].” Here we discuss why these three works present ideal fodder for 1090

comprehensive questionnaires. 1091

In Hoffman [110], Hoffman defines fluency in HRI and then presents metrics for 1092

measuring fluency. In defining fluency, he states that, 1093

when humans collaborate on a shared activity, and especially when they are ac- 1094

customed to the task and to each other, they can reach a high level of coordination, 1095

resulting in a well-synchronized meshing of their actions. Their timing is precise 1096

and efficient, they alter their plans and actions appropriately and dynamically, 1097

and this behavior emerges often without exchanging much verbal information. 1098

We denote this quality of interaction the fluency of the shared activity. 1099

Hoffman also clarifies that fluency is distinct from efficiency, and that people can perceive 1100

increased fluency even without improvement in efficiency. These fluency measures include both 1101

objective (for example, percentage of total time that both human and robot act concurrently) 1102

and subjective metrics (for example, scale ratings of trust and improvement). 1103

Both Gombolay et al. [111] and Dragan et al. [112] actually draw substantially from the 1104

measures presented in Hoffman [110]. [111] choose to use 13 questionnaire items from the 1105

subjective metrics in Hoffman [127] and augment this list with 8 of their own “Additional 1106

Measures of Team Fluency,” focused on the human’s satisfaction with the teamwork. [112] 1107

use both objective and subjective measures from Hoffman [110], and add items related to 1108

closeness, predictability, and legibility. 1109

We recognize that none of the studies that Kalpagam Ganesan et al. [38] draws from are 1110

necessarily related to the use of augmented reality for human-robot collaboration. However, 1111

the relevance and appropriateness is apparent, and can easily be used in combination with 1112

other metrics specific to AR. 1113

6.2. The Choice to Conduct User/Usability Testing 1114

Three main themes in testing and evaluation emerge from the papers reviewed. (1) 1115

Pilot testing provides a way to verify that research, technology, or evaluation is headed 1116

in the right direction, or to determine certain specifics about a subsequent evaluation. (2) 1117

Proof of concept experiments or prototypes can demonstrate that a particular technology 1118

can in fact be implemented, and might also highlight additional directions to take the 1119

research. (3) User or usability testing provides the researchers with feedback and data on 1120

their current designs; the better the participant pool (again, note that “better” is a loaded 1121
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word here), the more trust they can typically have in their results. We look more deeply at 1122

each of these three themes in this section. 1123

6.2.1. Pilot Testing as Verification 1124

Some studies use a pilot test to then inform a larger scale test that is also described 1125

in the same paper. In Qian et al. [27], where the authors present a form of AR to assist 1126

a surgeon’s First Assistant with the da Vinci robotic manipulator, they first perform a 1127

pilot test with 3 surgeons. After this initial evaluation, and using feedback from the pilot 1128

subjects, they then conduct an n=20 user study. [67] briefly mention an initial pilot study to 1129

evaluate whether pointing and head gaze were natural modes of selection for a user, before 1130

explaining their more thorough n=16 user study. In Sibirtseva et al. [50], a human-human 1131

pilot study is conducted (n=10), where data is collected on the vocabulary used to describe 1132

Lego objects between human partners. Informed by this pilot, the authors decide to resort 1133

to a wizarded system for the natural language processing portion of their experimental 1134

setup. 1135

Alternately, other studies only present on a pilot test, then address how this test might 1136

inform future, larger scale testing. [113] report on their pilot study (n=10) that requires users 1137

to complete 2 tasks in 2 different conditions: the experimental condition of a “proposed AR- 1138

robotic interface” and a gamepad. These authors then proceed to discuss a case study, where 1139

the technology is applied to the process of carbon-fiber-reinforced-polymer production, and 1140

then pilot tested on 1 user. To evaluate the design of an AR HMD for wheelchair users, [19] 1141

run a between-subjects pilot test on 16 participants who must navigate a route 4 separate 1142

times, either with or without the AR visual assistance. All of the results can inform future 1143

iterations of the design. In Yew et al. [18], a pilot test is presented using their prototype, to 1144

show that combining virtual objects with in situ spaces can function for teleoperation of 1145

robots. Tasks are completed by the novice users (n=5) in a short amount of time, setting 1146

the stage for future evaluations and also revealing areas for improvement of the design 1147

(tracking sensors and algorithms, depth sensors for unforeseen hazards). 1148

6.2.2. Usability Testing 1149

Throughout this paper, there have been examples of numerous studies that conduct 1150

full usability or user testing. Some highly cited examples include Walker et al. [11], Hedayati 1151

et al. [26], and Chakraborti et al. [53]. Commonalities among these experiments include a 1152

relatively high number of participants and a thoroughly and intentionally designed study. 1153

In all of these examples, participants take part in the study in person. Another option 1154

is to perform testing using Amazon Mechanical Turk (MTurk) users who view videos or 1155

simulations of the system. By using MTurk, the number of subjects can often be expanded, 1156

however limitations include the mode of interaction and the kinds of participants. 1157

6.2.3. Proof of Concept Experiments 1158

The two kinds of evaluation presented in Sections 6.2.1 and 6.2.2 are both intended 1159

to gather objective data (for example, how long a task takes to complete or where there is 1160

overlap in the duties of the human and the robot) as well as subjective data (for example, 1161

whether the human user understood a command or preferred a certain type of interface). 1162

Meanwhile, other experiments published show that a technology can indeed be imple- 1163

mented in a certain way, with the intent to solve a particular problem. One example of this 1164

kind of experiment is in Reardon et al. [55]. In this work, the authors thoroughly document 1165

how they successfully implemented an AR display for use in assisting a human user while 1166

they collaboratively explored a potentially dangerous space with a ground-based robot. 1167

They combine an understanding of cooperative exploration with complete integration of 1168

the robot’s and human’s points of view, and augment this with additional data provided to 1169

the human by the robot. In the experiments described, the system successfully performs all 1170

necessary tasks. 1171
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Other examples of a proof of concept study include a generalized AR system that is laid 1172

out for human operators working with assembly line robots in automotive manufacturing 1173

[66], an AR/VR system in collaboration with a ROV designed to enable virtual SCUBA 1174

diving [43], virtual drag-and-drop programming of a robot arm for a pick-and-place task 1175

[21], robotic-assisted masking of areas for mechanical repairs [114], a system for AR-enabled 1176

online programming of industrial robots including motion and hand gesture tracking [29], 1177

an architecture for implementing AR for programming robots using multiple modalities 1178

in industrial settings [17], and the use of built-in mapping functionality in a HoloLens to 1179

establish the working environment for a robot arm in a work cell [79]. 1180

6.2.4. Choosing the Type of Evaluation to Conduct 1181

How does one choose the right kind of evaluation for a particular technology or study? 1182

Elements to consider include: (a) how far along the technology is in its development, 1183

(b) how many test subjects it would take to validate or evaluate the design, (c) whether 1184

the technology is safe for human subjects, (d) what research questions are being asked. 1185

Sometimes a pilot study may be warranted to obtain additional details before proceeding. 1186

In other cases it is only the technology that needs to be showcased, and extensive user 1187

testing is not necessary. If the researchers are attempting to show increased usability, 1188

safety, or fluency, a full scale human subjects experiment will be necessary. We recommend 1189

starting by examining the goals of the evaluation, for example framing it in terms of one 1190

of the previous three sections (pilot testing, usability testing, or proof of concept). From 1191

there, similar studies can be referenced that have comparable intents. Informed by this 1192

survey and prior work, the researcher can choose appropriate instruments or evaluation 1193

techniques for their own purposes. 1194

6.2.5. Recruiting Participants for Human Subjects Studies 1195

We would also like to address the issue of recruiting participants for user studies. 1196

There are multiple factors to consider, all related to diversity in the participant pool, which 1197

we enumerate here. 1198

• Diversity in experience. Novice participants are often recruited local university stu- 1199

dent population out of convenience. Researchers should consider whether recruiting 1200

experienced or trained participants (who might be experts or professionals in the tasks 1201

being performed) might benefit their study. 1202

• Diversity in age. Again, if the participants are mostly recruited from one age group, 1203

such as university undergraduates or employees of one group at a company, their prior 1204

experiences may prove to be somewhat uniform. As technology continues to advance 1205

rapidly, participants of different ages will inevitably have varied technological literacy. 1206

Researchers should consider the impact this might have on their results and what they 1207

are seeking to learn from the study. 1208

• Diversity in gender, race, and ethnicity. User study participants should be recruited 1209

to reflect the population as a whole (see Palmer and Burchard [128]). As with the 1210

prior items in this list, participant populations that are not representative can affect 1211

the usefulness of the results. 1212

Most importantly, researchers must recognize in any publications the shortcomings of 1213

a participant population. Demographic and other relevant information about participants 1214

can help clarify what these gaps might be and allow for critical reflection on whether this 1215

could have affected any results. 1216

7. Future Work 1217

The field of augmented reality for human-robot collaboration is vast. One can examine 1218

the suitability of various AR technologies for an HRC task, the design of the AR interfaces, 1219

the user experience, the comfort, and the safety. We can ask questions about what humans 1220

are capable of, how the human and the robot can work together or separately, how much the 1221

human should be asked to do, or how they should be asked to do it. Alternately, we can ask 1222
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questions about what the robot can do, how the robot should be instructed or programmed, 1223

and what levels of tasks it can perform. At a system level we can design systems that 1224

seamlessly integrate a human, robot, and AR device; we can examine behaviors of systems 1225

in all kinds of environments, indoors and outdoors; we can evaluate how well the systems 1226

function either remotely or in situ. The 2020 Robotics Roadmap [129] assembled by a 1227

consortium of universities in the US lays out some specific current challenges for human- 1228

robot interaction, including accessible platforms, datasets, and evaluation. All of the works 1229

presented here take various perspectives on these questions and more. However, as with 1230

all research areas there is still much to explore. Here we will touch upon a few key areas 1231

that are calling for innovation and improvement. 1232

In many ways, the field will continue to evolve with the maturation of augmented 1233

reality technology, including next generations of head-mounted displays, improved hand- 1234

held AR, and possibly even innovations to projection-based AR. As recounted in Puljiz et al. 1235

[22], issues with segmentation demonstrate the need for improvement in AR capabilities 1236

with regard to skin color, limb, and gesture recognition. AR must be able to work in all 1237

kinds of environments regardless of lighting, background, or the user’s skin color in order 1238

to be effective. Furthermore, in Kästner and Lambrecht [25] the main limitations are from 1239

constant visualization of real-time data, especially the laser scan data for position and 1240

obstacle tracking. These difficulties demonstrate the current processor and visualization 1241

limitations in AR technology. 1242

AR technology has also been described as bulky [38], cumbersome [130], and having 1243

a limited field of view [19,27,50,131,132]. All of these issues present opportunities for 1244

improvement of the AR technology itself. 1245

Collaboration of HRI researchers with those developing cutting edge user interfaces 1246

should also be emphasized. In order to obtain accurate and meaningful results from user 1247

studies, AR interfaces must utilize established principles of design for accessibility and 1248

functionality. In Stadler et al. [31], the authors suspected that because of an excess of 1249

detailed information provided through AR, users actually took more time to complete a 1250

task that should have been faster with the help of the AR display. Questions such as What 1251

is the appropriate level of information to provide to someone performing an AR-assisted task? could 1252

be asked of a UI designer and incorporated into future work. 1253

7.1. Robots and Systems Designed to Be Collaborative 1254

The works included in this review typically utilize one robot (ground-based, robotic 1255

arm, aerial, underwater, or humanoid) in collaboration with one human. The robots are 1256

designed for a variety of purposes - to be universal manipulators, drive over smooth or 1257

rough terrain, or easily navigate in a three-dimensional space. But not all of these robots are 1258

designed expressly for the purpose of working in close collaboration with humans. Some 1259

were chosen based on their ease of manipulation in a programming-by-demonstration 1260

task or their safety features. However, what happens when we first take into account the 1261

possibility that a human might be working in close proximity? What kinds of features can 1262

we innovate to ensure the person’s safety as well as ensure that the robot completes its 1263

task? How might this robot behave? And what might this collaborative environment look 1264

like in different environments? 1265

7.2. Humans as Compliant Teammates 1266

Much work exists that explores the role of the human as the director, manager, or 1267

overall controller. But what if we turned this idea on its head and made the human a vital 1268

component on a robot-driven team? What if AR was utilized to direct one or more humans 1269

in a collaborative task with one or more robots? What if we were able to easily expand past 1270

the currently typical robot-human dyad, which the vast majority of the works surveyed 1271

here involved? 1272

Furthermore, we are continuing to think of these as human-robot teams. The goal is 1273

not to replace human workers altogether, but to utilize the strengths and intelligences of 1274
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both humans and robots to increase productivity and efficiency. How can we make both 1275

humans and robots more productive by teaming them together? As Reardon et al. [55] 1276

point out, we want to “influence the human’s model of the robot’s knowledge and behavior, 1277

and shape the human’s performance. In this way, we treat the human and robot teammates 1278

as peer members of the cooperative team, and seek to influence each through information 1279

communication.” 1280

7.3. Evaluation 1281

In Section 6 we summarize different methods of evaluating a technology and mea- 1282

suring improvements. However, it is also obvious how much room for innovation there 1283

is in this particular area. There are very few standardized, validated, and widely used 1284

instruments. Pick-and-place and other manufacturing-related tasks are also prevalent in the 1285

literature, yet few evaluation methods are alike, making it difficult to compare across differ- 1286

ent studies. Greater collaboration among researchers could yield some semi-universally 1287

accepted evaluations for typical AR for HRC tasks, such as teleoperation (both remote and 1288

in situ), aerial robot piloting and communication, or pick-and-place tasks. 1289

8. Conclusion 1290

We are thinking ahead to a future when robots will be able to plan and execute even 1291

more efficiently than they can at present, and when augmented reality is an unobtrusive and 1292

fluid method of interaction regardless of modality. What happens when the human is no 1293

longer omniscient and the robot is making decisions without the human in the loop? How 1294

can we ensure the human feels they are part of the system and that they simultaneously 1295

remain safe in the presence of robots? Augmented reality will only continue to mature into 1296

a more accessible technology, and its role in human-robot collaboration can become much 1297

more impactful and relevant to many different domains. 1298
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